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In supervised learning, theory and applications focus on the predictability 
of a target Y given some feature vector X, measured by classic metrics 
such as RMSE, MAE or MAPE. Yet, in practice, such metrics do not reflect 
the impact of prediction error, since the way those predictions are used is 
not taken into account. Research has been done in this direction with 
neural networks [1]. We focused on a rather simple use-case for which 
we simulated data. We proceeded to build a forecast of Y, optimized for 
the task, based on the knowledge of how the data was simulated, which 
makes for an oracle benchmark and we also build adapted decision trees 
(and by natural extension random forests) for this specific task [2,3]. 
Nets can perform significantly better than bagging methods on some 
tasks, yet they loose interpretability and most importantly, are usually 
regarded as a difficult-to-implement to solution, contrary to random 
forest.

Code robustness and development. A comparison with the work on neural 
nets [1] would be interesting.

The prediction criterion must be changed in order to respond to the task (at 
least 50% improvement), changing the splitting criterion is not sufficient in 
itself (83% loss) but it does help when combined with prediction (task loss 
drops to 37% and matches that of task-based LM).

Demand was simulated as an AR(1) process.
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